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«CTUNUCTUKa [eKoaMpoBaHUa — pasgen CTUIUCTUKK, KOTOPbIM  paccMmaTtpuBaeT CrhocoObl
TONKOBaHUSA XyJOXXeCTBEHHOIo TeKCTa ANs AOCTUXEHUS Hanboree NomnHoro 1 ryooKoro NOHNUMaHus
ero, UICXoas U3 CTPYKTYPbl 9TOrO TEKCTa U B3aMMOOTHOLLIEHWIA COCTaBMNAOLLINX Er0 9N1EMEHTOB.

[Mog oekoomMpoBaHMEM MOHMMAETCA BOCCTAHOBMNEHME COOOLLIEHMSI HA OCHOBE 3HaHWUS KOAOBbIX
kKoMOuHauuin. Kogom HasbiBaeTCcsi Takom HAabop 3HAYMMbIX €OMHULL U MPaBUN NX COEANHEHUS, UNA

domKCHMpPOBaHHbIX OrpaHUYEeH ONA UX COeQUHEHUIN, KOTOPbIW MNO3BONSET nepenaBaTb HEKOTOPbLIE
cooOLLEeHUs ».

U.B. ApHOJILO,
Teopemu4eckue 0CHO8bI cCMuUIUCMUKU O0ekodupoeaHusi

« TEPMUH «CTUNUCTMKA AeKoaMpoBaHNSA» yaobeH NoToMy, UTO NOKa3bIBAET Ha CBSA3b STOrO pasaena
CTUINUCTUKM C Teopuen MHdopMaL MM 1 Ha TOT y4acTOK NnpoLiecca obLLEeHNS, KOTOPbIN ABMSIETCS €ro
NpeaMeToM, a MMEHHO Ha Y4acCTOK «TEeKCT — u4uTaTtenb». Mcnonb3oBaHue 3TOro0 TEPMUHA He
O3Ha4aeT, YTo Yy CTUIUCTUKN OEKOOMPOBAHUS HET CBSA3EW C APYrMMW pasgernamu CTUMUCTUKWK,

MO3TUKKN, TEOPUN N UCTOPUN NUTEpAaTypbl. HanpoTuB, 3TK CBA3M CYLLECTBYIOT N UTPAKT OCHOBHYHO
POnb B YCTAHOBMNEHUM KOAOB. Tak, HaNpPUMep, BCS CUCTEMA U3BECTHbIX TPAAULIMOHHON CTUINUCTUKE

TpornoB U douryp MOXET paccmartpuBaTbCad NMOO Kak Habop KOOOBbIX KOMOMHauwuK, NnMbOo Kak
OTAENbHbIN CAMOCTOATENbHbIN KOO ».

U.B. ApHOJLO,
Teopemu4eckue 0CHO8bI cCMuIUCMUKU 0ekodupoeaHusi




2.1. The Theory of Information as one of
the cornerstones of Decoding Stylistics

The use of the approaches from Information Theory, which is an exact science, is
another example of inter-disciplinary connections in contemporary linguistics.
Information Theory as such is a branch of applied mathematics and electrical
engineering involving the quantification of information. Information Theory was
developed by Claude E. Shannonto find fundamental Ilimits on signal
processing operations such as compressing data and on
reliably storing and communicating data. Since its inception it has broadened to find
applications in many other areas, including statistical inference, natural language
processing, cryptography generally, networks other than communication networks —
as in neurobiology, the evolution and function of molecular codes, model selection in
ecology, thermal physics, qguantum computing, plagiarism detection and other forms
of data analysis.



2.1. The Theory of Information as one of
the cornerstones of Decoding Stylistics

Applications of fundamental topics of Information Theory include lossless data
compression (e.g. ZIP  files), lossy data  compression (e.g. MP3s and JPGs),
and channel coding (e.g. for DSLlines). The field is at the intersection
of mathematics, statistics, computer science, physics, neurobiology, and electrical
engineering. Its impact has been crucial to the success of the Voyager missions to
deep space, the invention of the compact disc, the feasibility of mobile phones,
the development of thelnternet, the study of linguisticsand of human
perception, the understanding of black holes, and numerous other fields.
Important sub-fields of Information Theory are source coding, channel
coding, algorithmic complexity theory, algorithmic information
theory, information-theoretic security, and measures of information.




2.2. The Process of Communication

The process of communication is studied not only in Linguistics but also in
Semiotics, in the Theory of Information, and many other disciplines.
Information Theory is actually a branch of mathematical physics that has
emerged to meet the demands of modern engineering but very soon proved
to be of very general usefulness. Its principles, ideas and notions are applied
in many very different fields. It is not only the basis of cybernetics but became
indispensable in biology and semiotics, economics and warfare, medical
sciences, psychology and last but not least linguistics.

It is necessary to emphasize and remember that Decoding Stylistics is
interested not in the engineering possibilities of Information Theory, but in its
philosophical and heuristic possibilities and does not cast out intuition, i.e.
direct perception of art.



2.2. The Process of Communication

The first scholars to mention the importance of Information Theory
for linguistics were not linguists but mathematicians — those who
created Information Theory. It was Claude Shannon and Warren Weaver
in  their classical book "The  Mathematic  Theory  of
Communication", Urbana: University of lllinois Press, 1949, the work
focused on the problem of how best to encode the information a sender
wants to transmit, who pointed out that the analysis of communication
will pave the way for a theory of meaning. In this fundamental work they
used tools in probability theory, developed by Norbert Wiener, which
were in their nascent stages of being applied to communication theory
at that time.



2.2. The Process of Communication

Poetics and linguistics
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2.2. The Process of Communication

Information Theory makes use of such terms as information, message, code,
communication, channel, encode, decode, feedback, redundancy and some
others that are important for DS.

Their importance and value for us depend on the possibility they give to see
common features in apparently different phenomena, make new powerful
generalizations and formulate laws common to different branches of knowledge
in a unified system of terms and notions. This permits very different and distant
branches of knowledge to cooperate in development. As an example of this
cooperation one might consider the scheme of communication offered by
Claude Shannon and some of the many adaptations of this scheme by linguists.



2.2. The Process of Communication

The Scheme of Communication Offered by Claude Shannon

Source of
Receiver Addressee
Informatlon




2.2. The Process of Communication

Roman Jakobson adapted the scheme of communication for linguistics in the following form:

Addresser Addressee




2.2. The Process of Communication

lvor Richards gave a more elaborate variant, considering not the participants
or means of communication but the process itself:

“

Reception Decoding Development Destination




2.2. The Process of Communication

Encoded content is the actual meaning attached to certain
expressions, arrived at through investigation of definitions and making
of literal interpretations. Non-encoded content are those meanings
that are understood beyond an analysis of the words themselves, i.e.,
by looking at the context of speaking, tone of voice, and so on.
Truth-conditional content are whatever conditions make an expression
true or false. Non-truth-conditional content are whatever conditions
that do not affect the truth or falsity of an expression.



2.2. The Process of Communication

For H.P. Grice, these distinctions can explain at least three different
possible varieties of expression:

1. Conventional Implicature — when an expression has encoded
content, but doesn't necessarily have any truth-conditions;

2. Conversational Implicature — when an expression does not have
encoded content, but does have truth-conditions (for example, in use

of irony);

3. Utterances - when an expression has both encoded content and
truth-conditions



2.3. Basic Terms

As developed by Cl. Shannon himself and others this theory became of fundamental
importance in all disciplines involving problems of communication, language and meaning. Cl.
Shannon gave a new interpretation to such notions as "information" and "message". In the
above scheme:

- the information source is where the message to be sent is selected from an array of
possible messages;

the transmitter encodes the message into a signal;

the signal is sent through a communication channel,

the message is received and decoded by a receiver;

there is a destination, i.e. addressee, analogous to the source which makes use of the
signal;

- undesirable but inevitable variations in the signal due to various external causes affecting
transmission are called noise.




2.3. Basic Terms

In I.V. Arnold’s opinion the very general concept of information and the linguistic meaning
should not be confused.

The non-semantic information is expressed mathematically in terms of probability (p) and
enthrophy (x). Or, in other words, it is determined by the probability of the event. But we are
interested in the essence of this relationship from the point of view of philosophy, of the
theory of reader’s response.

The amount of information in a piece of language is related to the predictability of one
linguistic choice from another. Formulated in the terms of the theory of reader’s response,
information is the trace left on one object of reality by the influence of another object of
reality. Among the many different choices the writer has to make in the stage of selection,
note the selection of genre suitable for this or that subject-matter and idea. He has to decide
when he encodes it, whether he does it as a novelist, a poet, a dramatist with further
subdivisions of lyrical, satirical or comical approach and further still: an elegy, a ballad, a
sonnet, etc. These organize and connect the message and may be regarded as very general
code systems, imposing some choice of elements, and some further restrictions.




XyOoXeCTBEHHbIN TEKCT MOXHO paccMaTtpmBaTh C TOYKM 3peHUA ero reHesunca, T.e. TBOPYECKOro metoga
nucarensd. Jlekcuyeckun coctaB Npou3BedEeHUW, XapaKTep accouuaTUBHbLIX CBA3en Mpu co3gaHum
TPONOB, OTHOLLEHME aBTOPCKOM peyun 1 pedn nepcoHaxeun, cnocodb peannsauum obpasa aBTopa — BCe
3TO paCCMaTpUBAETCA MpY TakoM MOAXOAE C LeNbio onpefereHns UHANBULAYalbHbIX 0COBEHHOCTEN
naHHoro aBTopal. CTUnMCTMKa 0eKoaupoBaHus paccMaTpuBaeT TEKCT, Kak ero BUAUT YnuTaTterb.

Opyroe BaxxHOe AONs HAc pasrpaHU4YeHne npu Mnoaxoae K XyOOXeCTBEHHOMY TEeKCTY — Moaxon,
nccnegosaTenss M NOAXOO BAYMYMBOINO BbICOKOOOpasoBaHHOro uyutatens. Wccnepoartenb-nu

TepaTypoBe AobuBaeTcs rmyoOuHbl MPOHUKHOBEHUS B TEKCT, UCMNOSMb3YS HE TOMNMbKO TO, YTO COAEPXKUTCS
B CaMOM TEeKCTe, HO M cneuuanbHO NpuBMeKas LWMPOKUA OOMNONHUTENbHbIA KOHTEKCT KyNnbTYpbl.
[Mpon3BeaeHne oObACHAIT, NOMNb3YSACb CBEAEHUSIMU O €ro arnoxe n dunorpadumn nucartens. MNockonbky
BCSAKOE XYO0XXECTBEHHOE Mpou3BeaeHne yXOaAUT KOPHAMM B MpoLUrioe, uccriegoBartens (He Bceraa B

NENCTBUTENbHOCTU, HO, BO BCAIKOM Crny4ae, B Uaearne) He 3aMblKaeTCs TONbKO Ha YCrOBUAX ONUXKHEro
BpeMeHW. YCTaHOBUB BHETEKCTOBbIE (paKTOPbI, OH COMOCTaBNSAET UX C AaHHbIMW TekcTa. Ecnu ganee
nccnegosaTenb B KayecTBe fleKTopa WNU Ooknaguuka nepenaeT pesynbsTaTbl CBOEro aHanmsa
yuTaTens, CXema CBs31 Nony4yaeTcs: aBTOP — TEKCT — UHTepnpeTaTop — ynTaTtensb.

MNHaye NoaxoauT K TEKCTY YMTaTenb, ECINN OH He ABNseTcs NpodeccuoHanbHbIM nutepatypoegomM. OH
OPUEHTUPYETCA B CaMOM TEKCTe, Onupasicb Ha CBOE 3HaHWe SA3blka U Ha CTPYKTYPY CaMOro TeKcTa,
COOCTBEHHbIN YNTATEMNBCKUIA OMNbIT UCNONb3YETCHA CTPOro MPUMEHUTENBHO K TOMY, YTO OOHapyXnuBaeTtcs
B TekcTe. Cxema CBf3W: aBTOPp — TEKCT — yutatenb. 3agada CTUIUCTUKM, OPUEHTUPOBaAHHOW Ha

VHTEpPECHI YNTaTernsl, COCTOUT B TOM, YTOObI B NpoLiecce AeKoANPOBaHNSA MPOUCXOANIO CYLLEeCTBEHHOoe
CcOBepLUEeHCTBOBaHWE B OBNageHUn caMMm Kogamu.

U.B. ApHosbO,

TeoiemuquKue OCHO8bI CMmUuJIUCMUKU dekoduioeauwv




2.3. Basic Terms.

The next step is the choice of images. As we read the elements of the
text and their connections are gradually perceived, feedback plays a most
important role because our response continuously changes, adapting to
succeeding events going on as a process of retrospective patterning
combined with some expectation for what is coming. The conclusion of a
text is the point when the total pattern is revealed. As we read the poem
our expectations or the probable further development depend on the
interaction of what we read in the text and our thesaurus that is the
contents of our memory and these expectations are constantly readjusted

in feedback.



[MomMMMO s3blka XygoXKecTBEeHHas MHopmaLus B nutepaType He nepenaetcs. B ee
nepegade y4acTBYIOT BCe YPOBHM s3blka. bonee Toro, gaxke TEKCTOBOE CTPOEHME,
CIOKETHAA U KOMMO3MLMOHHAS CTOPOHA CUMHaANM3upyrTcs  SA3bIKOBbIMU

cpeacTBaMu.

Cnenyetr Takke o00paTuTb BHMMaHWME Ha TO, YTO M3YYEHUE InUTEepPaTypHOro
NPon3BeAEHNUss KaK CIIOXXHO OpraHM3oBaHHOW CTPYKTYpPbl B3anMMO3aBUCUMbIX
SNEMEHTOB TpebyeT BbISCHEHMUA COOTHOLLUEHUW 3MNEMEHTOB pPa3sHbIX YPOBHEWN.
JcTeTnyeckasa LeHHOCTb TeKcTa 3aBUCUT OT TOro Bblbopa, KOTOpbLIN aBTOp caenan
n3 umMmerlleroca Habopa BO3MOXHOCTEW. OTU BO3MOXHOCTW, OrpPaHUYEHUA WU
HapyLLUEeHNA KacatoTCsl Npexae BCero eCTeCTBEHHOro A3blka, Ha KOTOPOM HanucaH
TEKCT, N BCEX €ero YypoBHEW, a WMEHHO 3TO U CcocTaBndeT npeamer
«KBannMuUUmMpoBaHHOIoO MHTepeca» NMUHIBUCTA.

U.B. ApHobO,
Teopemu4eckue 0CHO8bI cMuUJIUCMUKU OeKodupoeaHUs!




2.4. Adaptation of Shannon's Model

This model permits Decoding Stylistics to give a correct representation,
reflecting the active role of literature in history, and the feedback between art and
society. This shows that as given by the Theory of Information the scheme is
general and comprehensive. Information Theory does not claim that it can
substitute any other particular science or branch of knowledge. Its merit lies in
creating a common language that facilitates the contacts between languages;
showing some basic universal laws and relationships, it creates a basis for a
general approach and permits each science comparing its results with those of the
other sciences to find the specific and peculiar features in a clearer and more
rigorous way. Thus the general notion of a code that presupposes a system of
signs of any nature is particularized in many different branches of knowledge
according to their object. For example, biologists study the genetic code.



2.4. Adaptation of Shannon's Model

To be operative the verbal message requires:

a code fully or at least partially common to the addresser and the addressee, i.e. to the
encoder and the decoder of the massage;

a context that the addressee can recognize, and that is either verbal or capable of being
verbalized;

a contact i.e. a physical channel and psychological connection enabling both participants
to enter and stay in communication.

It must be emphasized that the definition of a code given above does not presuppose the
unchangeability of the system. On the contrary the system of a code may develop adapting
itself to the conditions under which it is used. With a literary text even if the poet and his
reader speak the same language and are contemporaries there is always some difference in
the codes they use, moreover a poet always introduces some innovations by which he
mobilizes the reader's attention, his verbal code changes in the interaction with the message.




The Adaptation of the Scheme of Communication Offered by
Claude Shannon to Literary Communication




2.4. Adaptation of Shannon's Model

Source
Information

Message

Code

Sign

Signal

of The process of communication starts in this case when a writer or a poet who receives a vast stream of

information from the surrounding reality, selects in this mass of information something that he wants to
impart to others. This stage is a complicated creative process studied in the history of literature.

It results in compressing and encoding the message, i.e. choosing the necessary items from a system of
codes. The codes involved are studied by linguistics, poetics, semiotics, etc.

A code is a set of signs and rules in which they are arranged and used for transmitting messages through
some specific channel (i.e. suitable for some specific channel).

The term sign can be used to mean a discrete physical element that carries information, i.e. some material
that can be distinguished by the senses and stands for something else. Thus, in each letter of the alphabet
we recognize a distinct shape different from that of any other letter, and standing for some sound. As
elements of a code simple signs combine into more complicated codograms, and these, in their turn, form
codograms of a higher level. Finally, a complete message results. In language all units: sounds,
morphemes, words, sentences etc. are defined by placing them into larger units of higher levels. The
theory of signs is studied in semiotics.

The term "signal" should be distinguished from the term "sign". A text is an arrangement of static material
signs situated on a page, framed by a margin and arranged typographically in a certain way. A signal is a
dynamic nerve impulse transmitting the message to the reader's mind. The transmission is simultaneously
an interpretation directed by the signs of the text serving as directions.



Message

Encoding

Decoding

Communication
channel

Source of noise

A message is the sum total of the properties of the source reflected and transmitted to the addressee or
in other words it is the state of one system as rendered by the elements of another system.

By encoding or coding we mean the operation of identification of symbols and groups of symbols of one
kind with symbols and groups of symbols of a different kind.

Decoding by the receiver is the reverse operation — reconstruction of the message by knowing code
combinations.

A communication channel serves as a medium of contact. The transmitter encodes the message and
transmits it in signals suitable for the channel serving as medium of contact. In our case we regard
literature as an analogy of the channel. At the stage of transmission the signal is mixed with inevitable
noise, i.e. with various disturbances in the communication system that interfere with the reception of
information.

The source of noise may be different. There may be for example changes that occur in one of the codes
used during the time that passes between the moments of encoding and decoding. Changes may affect
language or manners. Manners that were considered quite polite in the XVIth century may seem
revolting in the XXth. I.A. Richards thinks the codes that rule wit peculiarly variable. Jokes are apt to
become tasteless or lose their point with the passage of time.



2.4. Adaptation of Shannon's Model

In the original scheme as used in engineering, the source of information and the addressee
may be human beings, while transmitter and receiver are technical devices. In our case it
seems more appropriate to take transmitter and receiver as human, i.e. writer and reader
respectively, and consider the end items, source and addressee, to be the social reality

surrounding them.

The history of literature concentrates its attention on the transmitting end, i.e. it studies
what and who influenced the writer. In Decoding Stylistics and Text Interpretation the
attention is concentrated on the receiving end of the process of communication, i.e. on

decoding the message, hence the term “Decoding Stylistics”.

This last scheme adaptation brings Decoding Stylistics in correspondence with our view of
literature as a social phenomenon. It is also an essentially cybernetic view of literature because
it shows that literature controls the reader's perception of reality and his activity in real life.




Ecnn paccmatpuBaTb TBOPYECTBO KaK Npouecc nepenayu
MHpopMaLNKN, TO XYOOXKECTBEHHLIN TEKCT ABMAETCHA COOOLLUEHNEM, B
KOTOpPOM  3Ta  WHoOpmMaums  3akogupoBaHa. Bosgeucrtsue
XYOOXECTBEHHON nUTepaTypbl Ha 4uTaTeENs MOXHO YynogobuTb
KNOEPHETUYECKMM  MpoueccaMm, MoToMy  4YTO  KubepHeTuka
3aHMMaeTCAaA W3y4YeHUMEeEM YynpasnswLWmMX CUCTEM, a nuTepartypa
MOXET paccMaTpumBaTbCA KaK ynpasnsdwwas cuctema, Kotopas
yepe3 CBOK 0Opa3sHO-No3HaBaTENIbHYD YHKUUIO  yrpaBnaeT
BOCNPUATUEM YUTaTENS, Npeodbpasya ero Kak NMM4YHOCTb U popMupys

oOLIeCcCTBEHHOE CO3HaHMe.
U.B. ApHosbO,
Teopemu4eckue 0OCHO8bI CMUJIUCMUKU OeKoodupoeaHusi



On Another’s Sorrow

Can | see another’s woe,

And not be in sorrow too?
Can | see another’s grief,
And not seek for kind relief?
Can | see a falling tear,
And not feel my sorrows share?
Can a father see his child,

Weep, nor be with sorrow fill'd?
Can a mother sit and hear,
An infant groan, an infant fear —
No no never can it be
Never never can it be

iWiIIiam Blakei




2.4. Adaptation of Shannon's Model

Thus Decoding Stylistics concentrates on the decoding and development processes.
Literary Stylistics on the contrary, is primarily interested in the first stage, i.e. in how the
source of information influences the encoder. Every message is sent by someone, sometime,
somewhere to someone else. It is sent under the influence of a particular situation, external

or psychological as a response to it.

Specialists in Literary Stylistics look for what is peculiar in the codes of each writer as
compared with his predecessors and contemporaries.

Decoding Stylistics considers a text as a source of impressions for the reader affecting his
mental make-up and personality. Traditional Stylistics is particularly interested in stylistic
devices, above everything else concentrates itself on the code. It is worth remarking that all
this does not mean that either of the trends disregards the other stages completely, it only

characterizes the bias chosen.



